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Abstract 
Objective. At the forefront of machine learning research since its inception has been natural 
language processing, also known as text mining, referring to a wide range of statistical processes 
for analyzing textual data and retrieving information. In medical fields, text mining has made 
valuable contributions in unexpected ways, not least by synthesizing data from disparate 
biomedical studies. This rapid scoping review examines how machine learning methods for text 
mining can be implemented at the intersection of these disparate fields to improve the workflow 
and process of conducting systematic reviews in medical research and related academic 
disciplines. Methods. The primary research question that this investigation asked, “what impact 
does the use of machine learning have on the methods used by systematic review teams to carry 
out the systematic review process, such as the precision of search strategies, unbiased article 
selection or data abstraction and/or analysis for systematic reviews and other comprehensive 
review types of similar methodology?” A literature search was conducted by a medical librarian 
utilizing multiple databases, a grey literature search and handsearching of the literature. The 
search was completed on December 4, 2020. Handsearching was done on an ongoing basis with 
an end date of April 14, 2023. Results. The search yielded 23,190 studies after duplicates were 
removed. As a result, 117 studies (1.70%) met eligibility criteria for inclusion in this rapid 
scoping review. Conclusions. There are several techniques and/or types of machine learning 
methods in development or that have already been fully developed to assist with the systematic 
review stages. Combined with human intelligence, these machine learning methods and tools 
provide promise for making the systematic review process more efficient, saving valuable time 
for systematic review authors, and increasing the speed in which evidence can be created and 
placed in the hands of decision makers and the public. 

Methods 
Machine learning refers to a wide range of computational methods involving the optimization of 
statistical and analytical processes towards enhanced pattern recognition and classification of 
common features across diverse datasets. At the forefront of machine learning has been 
experimentation and research involving data mining, especially text mining. Machine learning 
methods have shown promising applications in the field of information retrieval for identifying 
keywords, topics, and stylistic patterns across a body of texts. 
In the last decade, sophisticated methods of machine learning have become increasingly possible 
at scale thanks to innovations in graphical processing units and related computing hardware. 
The significance of these methodological evolutions for the field of information science and 
several other fields remains under-examined today. While systematic reviews are a growing 
practice in library and information science, evidence on the usefulness of machine learning 
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methods for the improvement of automated searches and filtration of resources and other review 
methods is lagging recent advancements in the field. Furthermore, assessment of tools and their 
applications in real-world scenarios remains minimal, with library practitioners needing more 
guidance on what resources can enable more efficient searching and reviews. 
This rapid scoping review, then, seeks to address a potential blind spot in the current review 
literature for the wide variety of machine learning approaches and methods that have been 
applied to the systematic review process. To this end, this paper sets out to examine the impact 
of machine learning and related language processing algorithms, with a focus on what impact 
these techniques can have on improving the efficiency of human workflows. 
Completing a systematic review is no small endeavor, typically taking months of planning and 
over a year to complete. This was felt firsthand by the review team in undertaking this rapid 
scoping review. While the timeframe does not appear to be rapid, it was necessary for the review 
to become rapid to avoid spanning several more years due to the broad nature of the research 
question. To this end, this review investigates the effectiveness and impact of machine learning 
for each main stage of the systematic review process. The intended audience is 
librarians/information professionals who often are the ones guiding researchers through these 
stages; and to those who develop or are interested in developing future tools/software for 
systematic reviews. 
This rapid scoping review is categorized by the general stages of the systematic review: 

Protocol/Planning Stage 
This stage involves investigating the feasibility of the review, gathering a team, and 
formulating/preregistering a protocol outlining the detailed methods the review will follow, 
including the predetermined inclusion/exclusion criteria for study selection. Working with a 
librarian is important at the onset of the review and during the protocol development stage. 

Search Stage 
This stage of the review involves working with a co-authored librarian or information specialist 
who will create, test, and provide the team with a comprehensive search strategy and translate 
this search strategy across several databases and grey literature sources. Additional methods may 
be employed such as citation chaining. Review team members with the most subject matter 
expertise will hand search the literature. 

Screening Stage 

Title/Abstract Screening 
This stage of the review involves screening the title/abstracts found in the search results for 
relevancy. This process is conducted by two independent and blinded reviewers. Studies are 
filtered by Yes/No, no reasons are recorded for exclusion. 

Full Text Screening 
This stage of the review involves screening only the full texts of the included studies (Yes 
responses) from the title/abstract phase. Full texts of these studies are gathered, read, and 
checked against the predefined inclusion/exclusion criteria. This process is also conducted by 
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two independent and blinded reviewers. Studies are filtered by Yes/No, reasons for exclusion are 
provided at this phase. 

Data Extraction Stage 
This stage of the review involves extracting the data from the included studies from the results of 
the full text review stage, characteristics of studies are recorded and other important data that 
will inform the review and statistical analysis if a meta-analysis is required. 

Appraisal/Synthesis and Analysis Stage 

Critical Appraisal 
This stage of the review involves analyzing the included studies for risk of bias and/or assessing 
the quality of the study designs and methods. 

Synthesis/Writing 
This stage of the review involves synthesizing the evidence from the included studies. 
Conclusions are drawn from the evidence and gaps are explored for further research. The written 
portion of the review can be completed without including a meta-analysis or other statistical 
analysis. 

Meta-analysis/Analysis 
This stage of the review is only for those that require a meta-analysis or statistical analysis. Not 
every review requires one. It is recommended to work with a biostatistician at the onset of the 
review to determine if one is necessary. 
Since a rapid scoping review, PRISMA-ScR was utilized for the reporting of this review. A 
protocol was registered in the Open Science Framework as a preregistration 
(https://osf.io/j8ydg/). 

Selection Criteria 
The following criteria had to be met for a study to meet inclusion criteria for this rapid scoping 
review: research methods studies, a focus on machine learning, text analysis and/or automation, a 
focus on all or one or more stage(s) of the systematic review process, and the use of a machine 
learning application to assist with any or all stages of the review process. This review takes into 
consideration the overall landscape of machine learning and text analysis in systematic reviews, 
especially in terms of emerging trends and methods, while also being attentive to the barriers to 
facilitation and widespread adoption when user-friendly tools are not readily available. 
Systematic reviews including all evidence syntheses were excluded since this review focuses on 
papers about the methods used in systematic reviews. Studies about updating a systematic review 
were excluded since this review to examines machine learning in the context of doing a new 
systematic review. Editorials, book chapters and similar works were also excluded. 

Search Methods 
To identify studies to include or consider for this rapid scoping review a medical librarian (SR), 
developed detailed search strategies for each database. The search was developed for PubMed 
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(NLM) and was translated to Embase (Elsevier), Scopus (Elsevier), LISTA (EbscoHost) and the 
Social Science Premium Collection (ProQuest). 
An attempt to locate grey literature was carried out using a Google search and scanning the SuRe 
Info web resource (https://sites.google.com/york.ac.uk/sureinfo/home). 
A handsearch was conducted by scanning reference lists and the following journals or 
conference proceedings of BMC Systematic Reviews, Journal of Clinical Epidemiology, 
International Conference on Evaluation and Assessment in Software Engineering, Journal of 
Biomedical Informatics, JAMIA, AMIA, Research Synthesis Methods, BMC Bioinformatics, 
Expert Systems with Applications, ESMAR Conf and MLA vConference. 
The search includes a date restriction of 2003 to present. The date restriction is justified due to 
the slow growth of machine learning overall and the use of machine learning in systematic 
reviews is a present-day advancement. Although this is not an exact cut-off date, the authors did 
not see a reason to search further back in the literature, as there were no potential harms or risks 
to persons due to the nature of this rapid scoping reviews focus on research methods. 
The full systematic review search was completed on December 4, 2020, and formal 
handsearching was done on an ongoing basis with an end date of April 14, 2023. 
While this review began before PRISMA-S for searching was published, the search methods are 
reported with the exclusion of a formal peer review of the search strategies. 
Details of the search are provided in the Supplementary Materials and are available in the 
Temple University institutional repository, TUScholarShare. 
Original Search Results by Database: 

• PubMed (NLM) (10,695 Results) 
• Embase (Elsevier) (981 Results) 
• Scopus (Elsevier) (5,831 Results) 
• LISTA (EbscoHost) (2,921 Results) 
• Social Science Premium Collection (ProQuest) (2,589 Results) 

The search resulted in 23,190 studies (including 147 from grey literature sources and 38 from 
hand searching). The 4,440 duplicate studies were found and omitted using Endnote X.7 for the 
deduplication of records and 18,750 references were eligible to screen. 

Study Selection 
Titles and abstracts were screened independently and blinded by two reviewers (SR, AWC) to 
identify studies that potentially met inclusion criteria. Endnote X.7 was used to manage 
references and remove duplicates before importing into Abstrackr to ensure blinded screening 
among reviewers. Abstrackr was selected as a screening tool because it uses machine learning to 
rank studies by relevance. The two blinded reviewers only screened the first 6,995 titles and 
abstracts. This threshold was decided upon since there were no longer relevant articles. Any 
disagreements between reviewers of those that were screened, were resolved by a third reviewer 
(JP) who served as a tiebreaker. 
The full text of 283 potentially eligible studies were then reviewed for eligibility by two 
independent reviewers (SR, AWC). There were no disagreements identified between reviewers. 
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DeepL was used to translate one non-English language study. It was determined that 166 studies 
were excluded for the following reasons: wrong study type, wrong outcome, duplicate study, and 
the lack of availability of a full text. It was determined that 117 studies (1.70%) met eligibility 
criteria and were included in the final analysis. Details of the study selection process are detailed 
in the PRISMA Flow Diagram (Figure 1). 
Figure 1: PRISMA Flow Diagram 

 

Data Extraction 
Data was extracted from each of the included studies using a custom data extraction form. Two 
review authors extracted data using Excel spreadsheets, there were no discrepancies between 
reviewers. Characteristics of included studies are available in the online supplementary materials 

Results 
This rapid scoping review categorizes the results based on the stage of the systematic review and 
in order of the review process. A category was also created for multiple review stages; this 
category includes papers that included multiple tools/software and/or methods for more than one 
stage of the review or a single tool/software and/or method that could be used for multiple stages 
of the review process. Results by review stage: 

Protocol/Planning Stage 
No studies were identified for this stage of the review. 
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Search Stage 
Utilization of machine learning tools for systematic review searching can have its own set of 
time savings advantages when employed correctly with the involvement of a librarian or 
information expert. Several studies evaluated new or existing machine learning tools to support 
the search stage of the systematic review (studies cited in the online supplementary materials). 
These tools include RCT tagger, Litsearchr, WordNet, Robot Search, Zettair, SLR.qub tool 
(Systematic Literature Review – query builder), TerMine, Leximancer and Paperfetcher. A tool 
included in this category is the automated deduplication tool, Deduklick. 
Several studies addressed user-friendliness, an important aspect for adoption of machine learning 
for systematic reviews. While Grames reported on the user-friendliness of the R package, 
Litsearchr, another caveat to implementation identified was the need for basic experience in 
using the R coding language. One barrier to the adoption of machine learning in systematic 
reviews is not having basic knowledge of how-to code. Most researchers conducting systematic 
reviews will not have this specialized skill set. While not expected, having a basic to advanced 
understanding in how to code can offer several benefits. One benefit of utilizing code is that 
there is no cost, as once free systematic review tools move to become proprietary (e.g., 
Covidence). The availability and cost of tools included in this rapid scoping review are reported 
in the online supplementary materials. 

Screening Stage 
Screening titles/abstracts is one of the most laborious and time-consuming stages of the 
systematic review process and it is here when systematic review teams are truly tested to see if 
they have both the capacity and the time to complete a full systematic review. By design, 
machine learning is a suitable method for ameliorating this problem. While there is plenty of 
literature in this area, many are computer science-based studies describing complex algorithms 
or methods that will likely not result in the development of a public-facing tool in the short term. 
Hamel et al., provides some guidance and a set of recommendations for implementing machine 
learning in the title/abstract screening stage of the systematic review.1 
Less than 20 studies in this category referenced an existing tool available for public use. Several 
examples of publicly available tools include: DistillerSR,2 Rayyan, Colandr, Abstrackr, EPPI-
Reviewer, ASReview, RobotAnalyst, SWIFT Review, MetaMap, RapidMiner, and SyRF. In 
some cases, a tool in development was mentioned that either could not be found or no longer 
exists and/or never made it to production for public use such as StArt,3,4 Revis5 and TWISTER.6 
It is not certain if they were later merged with another tool, if they are still in the development 
stage, or if they never were intended for public use. 
A main barrier to adoption of machine learning in systematic reviews is user-friendliness. Only 
11 studies7–17 addressed user-friendliness when evaluating their tool or process. 
A few projects in existence to assist with the screening stage of the review are not yet suitable for 
the public or for those without advanced coding skills.18–20 
The use of machine learning has shown to reduce the time and human effort devoted to the 
screening stage of a systematic review;7,21–40 however, the availability of their data was absent, 
making it hard to replicate. Extensive research is being done in this area, but data and/or 
computer scientists need to work together and across disciplines to learn from prior work. Data 
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transparency allows others to build upon their work. However, there seems to be more 
proprietary tools in this category, making it difficult. 

Data Extraction 
Machine learning can have time saving advantages for the data extraction stage of the systematic 
review that involves manually reading and extracting relevant texts from the included and chart 
the data. Duc An Bui, et al41 utilized a PDF text classification tool to see how it helped with the 
data extraction stage of the systematic review, focusing on PDFBox (https:/PDF 
box/pdfbox.apache.org/) in combination with an annotation tool called GATE. Two studies42,43 
referenced the tool, EXACT (https://bio-nlp.org/EXACT/), a tool designed to assist in the data 
extraction of clinical trials from a trials registry, clinicaltrials.gov. Both studies report that the 
data extracted was accurate and had a significant reduction on workload. 
Torres & Cruzes introduced a tool called, Textum which used machine learning to assist 
researchers in analyzing specific parts of a paper. It estimated to have an overall 80% reduction 
in the time spent analyzing the texts of a traditional review.44 However, today, this tool could not 
be located online, and it is not clear if it ever existed for public use. Other studies noted machine 
learning methods might help with the data extraction stage of the systematic review, but they 
have not yet resulted in a tool for the public.45,46 However, only one has shared data from their 
study, which is a barrier to further developing machine learning for this stage of the review.45 
One limitation to adoption of these tools is that only one study in this category mentioned being 
user-friendly. The AFLEX-tag tool was reported to have a user-centered design.47 Unfortunately, 
this tool does not seem to be publicly available. 

Appraisal/Synthesis and Analysis Stage 
The appraisal, synthesis, and analysis stages of the systematic review are areas where machine 
learning can aid, but likely not be a replacement for, human input. Several tools in this category 
were based on coding algorithms,48 with the exception of RobotReviewer 
(https://www.robotreviewer.net/) , a tool publicly available that could assist with reducing the 
time spent on the risk of bias assessment stage, but not serve as a complete replacement for 
manual risk of bias assessment.48–50 
A couple of R packages were also designed to help with the final analysis stage of the systematic 
review, such as Robumeta51 and PublicationBias52 which can assist with the sensitivity analysis 
for publication bias in systematic reviews. 
Lingo3G is a machine learning tool that could support scoping reviews utilizing clustering to 
generate themes and/or a set of codes across several studies more rapidly than manual methods 
for synthesizing and coding the literature.53 Marshall et al. (2015)48 described a novel method for 
using support vector machines (SVM) to help automate the risk of bias assessment of clinical 
trials in systematic reviews. The author’s goal was to pair it with another tool in the pipeline to 
semi-automate the screening of abstracts. 
Millard et al. reported a tool that was found to reduce the amount of time required by human 
reviewers for the risk of bias assessment.54 On average it was found that more than 33% of 
research articles could be labeled with higher certainty than that of a human reviewer. While the 
use of machine learning to assist with the risk of bias assessment was like the method introduced 
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by Marshall et al.,48,49 one difference according to Millard et al.54 is that their team tested its 
method using full text articles rather than only titles and abstracts. 

Multiple Review Stages 
In a case study by Clark et al., multiple tools were used to complete a full small-scale systematic 
review in just two weeks (2weekSR) for multiple stages of the review.55 One of the tools they 
used for the 2weekSR, was the RobotReviewer (https://www.robotreviewer.net/), a semi-
automation tool that uses machine learning to help with the risk of bias assessment of 
randomized controlled trials. A suite of automation tools used for the completion of a 2weekSR 
included the Systematic Review Accelerator,55,56 which is designed to speed up each stage of the 
systematic review process. Recently the 2weekSR was tested on large scale systematic reviews,57 
completed within a few weeks. While review team members for the 2weekSR had protected 
research time to work on these projects, the findings are still demonstrative of the time reduction 
benefit of using machine learning. 
Similarly, Haddaway et al. evaluates the use of partial automation using computational methods 
to assist in the facilitation of conducting a mapping review.58 Since mapping reviews (and 
similarly scoping reviews) often assess a greater volume of literature than a traditional 
systematic review, partial automation can offer several workload advantages for the review team 
for various stages of the review. Lagopoulos & Tsoumakas, explored similar advantages with the 
hybrid machine learning tool, Elastic (https://www.elastic.co/what-is/elasticsearch-machine-
learning). Elastic had assisted with the preparation, retrieval, and appraisal stages of the 
systematic review. Utilizing this technology was called a technology assisted review (TAR). This 
hybrid approach is one that doesn’t involve creating a Boolean query by information experts. It 
relies instead upon initial machine learning retrieval methods, inter-review ranking and intra-
review ranking. 
When Altena, A. J. et al.59 examined multiple machine learning tools for multiple systematic 
review stages, one noteworthy tool that stood out was Swift-Review 
(https://www.sciome.com/swift-review/). Swift-Review uses statistical text mining and machine 
learning methods to help with search refinement to mine for relevant terms and with literature 
prioritization to help rank order documents for manual screening. Interestingly, Altena reports a 
low uptake in utilizing tools like Swift-Review in systematic reviews despite the advantages they 
may provide. Barriers to adoptability were usability, licensing, the steep learning curve, lack of 
support, mismatch to the workflow and the lack of time needed to assess or evaluate a new tool. 
It is important for researchers to evaluate how much time should be devoted to assessing, 
evaluating, and implementing new tools. Further complicating this effort is the fact that free tools 
often are not sustainable with little support for users, especially when they are created by an 
individual or as a side hobby. This can often make the effort for review teams to implement 
machine learning tools more time intensive which is a barrier to the time reduction they normally 
offer. Out of the studies in this category, only two studies by Fabbri et al.3,4 address the user-
friendliness of the machine learning tool for systematic reviews, StArt 
(http://lapes.dc.ufscar.br/tools/start_tool). It would be helpful if future studies adopt this 
approach. 
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Miranda et al., explores the development of a new tool with screenshots of how it is applied to 
assist with several stages of the systematic review (i.e., the search, article selection, and data 
extraction). However, this tool doesn’t appear to be available to the general public.60 

Discussion 
This rapid scoping review examines the use of machine learning and related language processing 
algorithms and its impact on improving the efficiency of human workflows that researchers have 
been developing to reduce the amount of time necessary to complete each stage of the systematic 
review when compared to manual methods. Completing a systematic review that is done 
adequately is a time-consuming task and takes a minimum of a year or more depending on 
several factors. 
A few limitations of this review include not exploring machine learning research outside of 
systematic reviews, which may have led to omitting papers still potentially relevant to the 
systematic review process. While not a formal exclusion of the paper, the search did not explore 
all computer science and computational method sources, databases and/or journals. 
This rapid scoping review provides important insights into the state of machine learning 
developments to reduce the time and human labor spent on conducting a new systematic review 
from start to finish. Included in this review were the barriers to adoption of machine learning for 
researchers and the lack or reproducibility of machine learning data for those developing new 
software or tools. 

Conclusion 
Testing and providing more robust insights into the implementation of these machine learning 
methods and/or tools, such as demonstrating and rating the user-friendliness for the general user, 
are especially important, but are not widely demonstrated in the current literature. The results of 
this review may help computer scientists and/or programmers to eliminate research waste by 
identifying what methods or tools are already being developed across several disciplines. 
Perhaps new collaborations will result in building new tools that can universally address the 
current inefficiencies of conducting a manual systematic review. Librarians and information 
specialists will be able to find new ways to partner with researchers to supplement laborious 
tasks with machine learning. 
While machine learning can assist with the systematic review process at various stages, it is still 
an emerging field for wide-scale application and must rely upon human input to be successfully 
implemented. Those who are developing tools or machine learning algorithms should work to 
make sure their research is clear and transparent to allow others to build upon their work. Future 
machine learning tools will need to be built with the end-user in mind for ease of use and 
widespread adoption. The barriers to adoption of machine learning should be considered and 
addressed during development. 
Based on the current research, the use of machine learning to make the systematic review process 
more efficient remains favorable. Nevertheless, the researcher will need to be able to evaluate 
this new technology and select those that are best suited for their systematic review team’s needs. 
Combined with human intelligence, machine learning looks promising for making the systematic 
review process more efficient, saving time for the review team, and increasing the speed in 
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which evidence is created. However, more experimental research studies with reproducible and 
open datasets are needed in the future to prove its effectiveness. 
While this is an evolving area, currently machine learning is not a replacement for human effort. 
Those with the most systematic review methodological expertise, librarians, information 
specialists, statisticians, are all still essential in the overall design and implementation of the 
systematic review. Machine learning has the potential now to accelerate the rate of review 
completion for researchers and/or librarians and other information experts who invest time in 
learning and adopting these new tools. 
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